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Background & Motivation
● Multi-Document Summarization (MDS): Challenges in integrating multiple sources and maintaining coherence and topical 

relevance.
● Large Language Models (LLMs): Impressive results in single-document summarization, but need to improve on content 

relevance, coherence, and topic consistency with MDS.
● Proposal: 

i. Incorporation of high-level discourse information to guide MDS → Topics offer a global discourse structure 
ii. Explicit usage of topic labels in MDS → Direct prompting with topic labels
iii. Injection of topic awareness into training objective → Reinforcement learning (GRPO) with topic-guided reward

● Prompting with topics:

Direct Prompting LLM RL with Topic-guided Reward

Paper Link Code Link

● Teacher-supervision mode: larger LLM 
Qwen2.5-7B provides topic labels to 
“student” LLMs 0.5B and 1.5B

● Varying number of topic labels: 
○ T={1, 5, 10}

→ Smaller base models (0.5B, 1.5B) 
benefit from improved topic information.
→ 7B model itself does not show gains 
from self-generated topic labels.
→ 1 label: overly constraints summ; 
more labels (T5, T10) show benefits.

● Topic-guided reward: Topic-F1
○ Construction of similarity matrix M_topic, where M_ij represent 

cosine similarity b/t topic embeddings of a pair of topic phrases from 
[source_doc, generated summary]

○ Reward calculation r_topic from M_topic:
■ Coverage: avg max similarity b/t each source topic and its most similar 

summary topic
■ Precision: avg max similarity b/t each summary topic and its most 

similar source topic

● Length-penalty reward (token-level): 
● Reward weighting: 

Inverse std.dev weighting, emphasis factor
● GRPO training: 

Advantage estimation

Experiments
● Dataset: Multi-News, Multi-XScience
● Evaluation: overlap, similarity, topic-align
● Model comparisons

○ RL, topic-reward (ours):
■ Policy model: Qwen2.5-0.5B
■ Reward model: Qwen2.5-0.5B, 7B

○ RL, human-feedback: 
■ Reward model: deberta-v3-large-v2 

○ RL, rouge-reward (reference-based)
■ Further combined with our topic-reward

○ Base (no RL): Qwen2.5-0.5B, 7B 
○ SFT: Qwen2.5-0.5B

Experiments

Further investigation (§6.3, 6.4, 6.5, 6.6)
● LLM-as-a-judge evaluation

○ Judge: GPT-4.1
○ (multiple) pairwise comparisons: ours is 

consistently the winner
● Human evaluation on topic quality

○ Relevance, cov., specificity, redundancy
○ 7B model produces precise and rich topics

● Analysis on varying N of source documents
○ Topic-RL model most stable

● RL combined with Best-of-n strategy 
(inference time scaling)
⇒ RL+scaling > RL > Base + scaling > Base.


