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4. Extrinsic Evaluation for ICL Retrieval

Using a special prompt (e.g., “summarize the article in one word”), 

take the topic proportion of the next token prediction for retrieval.

5. Qualitative Examples

● Propose a novel  framework for inferring the latent topics of LLMs by 

training a VAE to reconstruct the next token probabilities.

● For future work, we will adapt this approach to other tasks such as 

Uncertainty Quantification and Hallucination Detection.

Optimized with a modified ELBO loss, where the decoder learns to reconstruct 

the next-token probabilities of the LLM.

1. Contributions

We introduce a novel approach to interpret LLM generation process through the 

lens of an explicit Bayesian framework by inferring latent topic variables via 

variational inference.

Intrinsic evaluation of the topic quality shows that the inferred latent topic  

outperformed SOTA topic models.

Extrinsic evaluation demonstrates downstream utility of the latent topics for 

dynamically retrieving in-context demonstration examples.

3. Intrinsic Topic Quality

Outperforms all baselines in automatic coherence and diversity metrics.

Demonstrates significant potential in retrieving examples for classification.

Generative Process: LLM predicts next token by marginalizing over latent topic 

variable   . 

Variational Inference: Approximate the posterior using a variational 

autoencoder (VAE) based on the ProdLDA topic model architecture.

6. Conclusion & Future Works


