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In the age of Large Language Models

[ "translate English to German: That is good."

"cola sentence: The
course is jumping well."

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

[idispatched emergency crews tuesday to

"summarize: state authorities

survey the damage after an onslaught
of severe weather in mississippi.."

"Das ist gut."

"not acceptable"]

"six people hospitalized after
a storm in attala county."
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Our Research Goal:

Leverage LLMs for discourse structure
prediction without (as far as possible) explicitly
designing parsing modules or changing the
architecture of LLMs.

Our Approach:

Turning parsing task into a seq2seq generation
task, so that we can leverage latent knowledge
captured by powerful LLMs.



In the age of Large Language Models

Inspired by the promising results in other structure prediction tasks, e.g., coreference resolution,
semantic parsing, etc.

In this paper, we tackle the challenging Discourse Parsing task with LLMs,
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How to turn discourse parsing into sequence generation?

Input: sequence of utterances Output: graph-like structure

el: How do people know about the game?
e2:1did the trials.

e3: | know about it from my boyfriend.

e4: Yeah me too.

e5: 1 did not do the trials.

e6: | did them, contrast

e7: because a friend did. \ 1

SDRT-style discourse parsing
(Segmented Discourse Representation Theory)

PR PBE A




How to turn discourse parsing into sequence generation?

Input: sequence of utterances Output: graph-like structure As sequence of triples

2 el: How do people know about the game? (el, e2, QA pair)

& e2:1did the trials.

& e3:1know about it from my boyfriend.

2 e4: Yeah me too.

' e5: 1 did not do the trials.

2 e6: 1 did them,

2 e7: because a friend did. \ 1

() —

SDRT-style Structure
discourse parsing linearization



How to turn discourse parsing into sequence generation?

Input: sequence of utterances

PR PBE A

el: How do people know about the game?
e2:1did the trials.

e3: | know about it from my boyfriend.

e4: Yeah me too.

e5: 1 did not do the trials.

e6: 1 did them,

e7: because a friend did. \ 1

SDRT-style
discourse parsing

Output: graph-like structure As sequence of triples

(el, e2, QA pair)

(el, e3, QA pair)
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How to turn discourse parsing into sequence generation?

Input: sequence of utterances

PR PBE A

el: How do people know about the game?
e2:1did the trials.

e3: | know about it from my boyfriend.

e4: Yeah me too.

e5: 1 did not do the trials.

e6: 1 did them,

e7: because a friend did. \ 1

SDRT-style
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How to turn discourse parsing into sequence generation?

Input: sequence of utterances Output: graph-like structure As sequence of triples
el: How do people know about the game? \‘ (el, e2, QA pair)
2:1did the trials. es)
© e trials (el, e3, QA pair)
e3: | know about it from my boyfriend. es
e4: Yeah me too. (2,4, )
e5: | did not do the trials. (e3, e5, )

PR PBE A

e6: | did them,

e7: because a friend did. \ 1

SDRT-style
discourse parsing

N A

Structure
linearization
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Outline

— Choice of LLM

— Dialogue Discourse Parsing (DDP) and Seq2Seq
Modeling

— First approach: Seq2Seq-DDP
— Second approach: Seq2Seq-DDP + Transition

— Evaluation

— Analysis and Future Work
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Choice of LLM

We choose T5 family model: TO
* C4 corpus, 356 billion tokens

e Pretrained on tasks such as multi-doc question
answering, natural language inference

[ “translate English to German: That is good."

[ "cola sentence: The "Das ist gut."

course is jumping well."

"not acceptable"]

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

* v/ Good contextual representation for
"six people hospitalized after] Sentence‘level reasoning
a storm in attala county."
* / Applied on other structure prediction tasks

» Coreference resolution [Zhang et al.,, 2023,
Bohnet et al.,, 2023, Paolini et al., 2021 ]

» Semantic parsing [Rongali et al., 2020]
* Syntactic parsing [He and Choi, 2023]

dispatched emergency crews tuesday to
survey the damage after an onslaught
of severe weather in mississippi.."

[i "summarize: state authorities




Discourse Parsing and Seq2Seq Modeling

Discourse parsing

D D

[e1] Dave: has anyone
got a sheep

[e2] Dave: | can trade
wheat or clay

[e3] Tomm: Surprisingly
| am bereft of sheep

G fey
Elaboration
QA pair @f

(€

D = {e1,ez,e3}
F = {(ey, ey, elaboration), (e1, e, QA pair)}

e : utterances, R : relations

12



Discourse Parsing and Seq2Seq Modeling

Discourse parsing

Seq2Seq modeling

D AN

[e1] Dave: has anyone
got a sheep

[e2] Dave: | can trade
wheat or clay

[e3] Tomm: Surprisingly
| am bereft of sheep

y1

LLM
Encoder

<starl>\l>

G fey
Elaboration
QA pair @f

(€

<end>
AW

—>» LLM Decoder

Y2 yt

D = {e1,ez,e3}
F = {(ey, ey, elaboration), (e1, e, QA pair)}

e : utterances, R : relations

Z : source sequence

y : target sequence

p(ylz; 6) = Hp(yt|y1, > Yt-1, 25 6)

13



Discourse Parsing and Seq2Seq Modeling

AN

D G @ D = {61762763}
[e1] Dave: has anyone Elaboration

got a sheep

Discourse parsing [2] Dave: | can trade 0A pair@f F = {(e1, e3, elaboration), (e1, e3, QA pair)}

wheat or clay
[e3] Tomm: Surprisingly .
| am bereft of sheep e : utterances, R : relations

(e

y1 \ <end> .
\ 4 A Z : source sequence

Seq2Seq modeling LLM

e LLM Decoder y : target sequence

<starl>\;> Y2 yt p(y|z; 0) Hp(yt Y15+ -5 Yio1, %5 6)




15

Discourse Parsing and Seq2Seq Modeling

D N ¢ (e (D, F) as (x,y)
[e1] Dave: has anyone Elaboration
. . got a sheep
Discourse parsing (o2 [DERER LU QA pair * Translationof DtoxandF toy
heat or cl .
\[AéS??'ocr’T:rz:agurprisingly * Straightforward from D to x
| am bereft of sheep ) * What about from Ftoy?
» > “Linearization” process for structured object F
Y1 Y2 <end>
AR
Seq2Seq modelin LLM
q q g Encoder LLM Decoder
| \>| | |
<star>\>y; >y; Py
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Discourse Parsing and Seq2Seq Modeling

Discourse parsing

Seq2Seq modeling

D AN

[e1] Dave: has anyone
got a sheep

[e2] Dave: | can trade
wheat or clay

[e3] Tomm: Surprisingly
| am bereft of sheep

y y -
ANANAN
—> LLM Decoder

| \> I
<star> >y

LLM
Encoder

G fe)
Elaboration
QA pair

<end>

| |
Y2 Yt

(D, F) as (z,y)

Translationof DtoxandFtoy
* Straightforward from D to x
* What about fromF to y?
» > “Linearization” process for structured object F

Conditional probability p(y|x)
* Whatisx?
* The whole document or some utterances?
« —> Two approaches: end-to-end approach and
transition-based approach



First approach: Seq2Seq-DDP

* Y(natural) is a sequence of elements with a structure: e; is r; of e

Close to natural language
Use EDU markers to represent utterance

Example for the 15 pair: “e2 is elaboration of e1”

[e1] Dave: has anyone

got a sheep,
[e2] Dave: | can trade > Seq2
wheat or clay. Seq

[e3] Tomm: Surprisingly |
am bereft of sheep.

* Y(augmented) is a sequence of elements with structure: [ raw text |e;|ry; = ey

Scheme also used in semantic role labeling and coreference resolution tasks
Replicates the input sentence and augments it with EDU marker, link and relation

Example for the 15t pair: “[ Dave: | can trade wheat or clay | e2 | Elaboration = el |”

17
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First approach: Seq2Seq-DDP

* Y(natural) is a sequence of elements with a structure: €; is ry; of ey

* Y(augmented) is a sequence of elements with structure: [ raw text |e;|ry = e

e Withafull document x as input, the output looks like:

Input z

[e1] Dave: has anyone got a sheep,
[e2] Dave: | can trade wheat or clay.

[e3] Tomm: Surprisingly | am bereft !

of sheep.

Seq2Seq-___|

DDP

Ynatural

[e2] is Elaboration of [e1];
[e3] is QA-pair of [e1]

Yaugmented

‘[ Dave: | can trade wheat or clay | e2 | Elaboration = e1 ]
‘[ Tomm: Surprisingly | am bereft of sheep. | €3 | QA-pair = e1 ]

18



First approach: Seq2Seq-DDP

* Y(natural) is a sequence of elements with a structure: €; is ry; of ey

* Y(augmented) is a sequence of elements with structure: [ raw text |e;|ry = e

e Withafull document x as input, the output looks like:

Input «

[e1] Dave: has anyone got a sheep,
[e2] Dave: | can trade wheat or clay.

of sheep.

[e3] Tomm: Surprisingly | am bereft |

Seqg2Seq- __
DDP —

Ynatural

[e2] is Elaboration of [e1];

[e3] is QA-pair of [e1]

Yaugmented

‘[ Dave: | can trade wheat or clay | e2 | Elaboration = e1 ]
‘[ Tomm: Surprisingly | am bereft of sheep. | e3 | QA-pair = e1 ]

QA pair

E

,  fe)
Elaboration

(e

 Last step: from Y(natural) and Y(augmented) sequences to the target discourse graph with a simple

decoding algorithm.

19



Analysis of Seq2Sqg-DDP Approach

Pros

» Straightforward linearization process

e Straightforward conditional probability
calculation p(y|x)

wherex = D = {eg, e1,...€,}

Cons

* Weak supervision in long sequences. The longer
the document, the harder it is for the model to
retrace previous predictions.

* Consecutive output requires extra attention to
some properties such as counting, which LLMs
struggle with (Kojimaet al,, 2022).

20



Second approach: Seq2Seq-DDP + Transition

Related to the deterministic dependency parsing e - Focuson one EDU (utterance) at a time.

algorithm [Nivre, 2003, 2008
e - Predictionisincremental and takes into

* Buffer: stores all EDUs account the previous states.

« States: keeps track of EDU_i being processed

e (s initial state State Top EDU in Buffer Action
e Ct:set of final states cs = (eq,€)
« Actions: given a state, it defines which /ink(s) and Ci ={ce Clc=(en, F)}

relation(s) to assign to EDU_.



Second approach: Seq2Seq-DDP + Transition

Top EDU _
State in Buffer Action

cs = (eo, €)

nnnnnnnn

22



Second approach: Seq2Seq-DDP + Transition

Top EDU .

23

**[e1] Dave: has anyone got a sheep, %\

/) root Cs = (60, 6) €1

1 1

Seq2Seq-DDP
+Transition
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Second approach: Seq2Seq-DDP + Transition

Top EDU _
State in Buffer Action
**[e1] Dave: has anyone got a sheep, —\1 1/> root cs = (eo, €) el (e1,€q), OOt
[e1] Dave: has anyone got a sheep, : o Seq2Seq-DDP cL = ( el es
** [e2] Dave: | can trade wheat or clay +Transition )




Second approach: Seq2Seq-DDP + Transition

**[e1] Dave: has anyone got a sheep,

—\

1

[e1] Dave: has anyone got a sheep, | root;
** [e2] Dave: | can trade wheat or clay

o Seq2Seq-DDP |

25

/)

root

1

2—>

+Transition

Elaboration of [e1]

Top EDU _
State in Buffer Action
cs = (eo, €) el (e1,€p), root
C1 = (617{(61,607r00t)}) €2
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Second approach: Seq2Seq-DDP + Transition

Top EDU )
**[e1] Dave: has anyone got a sheep, —\1 1/> root Cs = (eg, 6) (] (61, 60), root
[e1] Dave: has anyone got a sheep, | root; .
** [e2] Dave: | can trade wheat or clay o Sec_ll?seq;PDP __o5__5 Elaborationof[e1] | ¢; = (e1,{(e1, eq,root)}) es (e2, €1), elaboration
+Transition
[e1] Dave: has anyone got a sheep, | root; 3
[e2] Dave: | can trade wheat or clay | Elaboration of [e0]; |/ C2 = (62, {(61, €0, rOOt)1 €3
** [e3] Tomm: Surprisingly | am bereft of sheep. ( ‘ 141
\€2, €1
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Second approach: Seq2Seq-DDP + Transition

Top EDU )
**[e1] Dave: has anyone got a sheep, ~ /> root Cg = (60, 6) (A (61, eo), root
1 1
[e1] Dave: has anyone got a sheep, | root; .
** [e2] Dave: | can trade wheat or clay 5] SeqTZSeq;PDP ___5__y| Elaborationof[el] | ¢; = (ey, {(e1, €0, T00t)}) es (e2, €1), elaboration
+Transition
[e1] Dave: has anyone got a sheep, | root; 3 3 ) _pair
[e2] Dave: | can trade wheat or clay | Elaboration of [e0]; |/ N\  QA-pairof [e1] Cy = (62, {(61, €0, rOOt)a €3 ‘ v
** Tt : isingly | ft of sheep. .
[e3] Tomm: Surprisingly | am bereft of sheep (62, el,elaboratlon)})
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Second approach: Seq2Seq-DDP + Transition

Top EDU

State in Buffer Action
**[e1] Dave: has anyone got a sheep, —~ /> root Cg = (60, 6) €1 (61, 60), root
1 1
[e1] Dave: has anyone got a sheep, | root; .
** [e2] Dave: | can trade wheat or clay I Y— Sec%_2Seq_;_DDP ___o__y| Elaborationof[e1] | ¢1 = (61, {(61, €0, root)}) €9 (62, 61), elaboration
+Transition
[e1] Dave: has anyone got a sheep, | root, 3 3 Cad
[e2] Dave: | can trade wheat or clay | Elaboration of [e0]; |/ N9  QA-pair of [e1] C2 = (62a {(ela €0, rOOt), €3 (63’ 61)’ qa-pair
** [€3] Tomm: Surprisingly | am bereft of sheep. .
le3] prisingy P (eq, €1, elaboration)})

cn = (en, {(e1,€p,ro00t), 0 0

(e, €1, elaboration),

(ena €n—1, qa-pair)})



Second approach: Seq2Seq-DDP + Transition

Y(natural) is a sequence of elements with a structure: €; is rx; of e
. . kK
Y (focused) is a sequence of elements with structure; * €i|7xi of ex

Sliding window strategy to cope with increasing input length:

* The closest EDUs are the most relevant to the target EDU

Last step: from Y(natural) and Y(focused) to the target discourse
graph is easy! No worry of mismatched EDUs or counting issue.

Fixed window
length

e
( R
el
el;e2
el;e2;..;el8

; e20

29



Evaluation: Datasets

* Test ontwo dialogue datasets
* STAC (The Settlers of Catan game): 1,000 gaming
conversations, ~10k discourse units
* Molweni (Ubuntu Chat logs): 10,000 short log
conversations, ~80k discourse units

Train Development Test

Dataset #Doc #Sent #Token #Doc #Sent #Token #Doc #Sent

#Token

STAC 911 10k 47k 97 1k 5k 109 1k
Molweni 9000 79k 945k 500 4k 52k 500 4k

ok
52k

* Metric: micro-F1 score
« TO0-3B checkpoint as backbone model

30

[12:05] <ydnar> for what reason would a dvd not
libdvdcss2 installed?

» [12:05] <gourdin> we will we be able to access an

[12:05] <Ng> ydnar: what are you using to play it?

', [12:06] <Anfangs> Edgy Eft is the next codename-

I," See https://ubuntu.com/0064.html.

Molwnei



Evaluation: Simple Seq2Seq-DDP

STAC Molweni
System Link A Full A Link A Full A
Y (natural) Seq2Seq-DDP 65.6 + 0.3 469+ 18 81.4+04 578 £ 0.1
Y (augmented) Seq2Seq-DDP 66.7 + 0.7 52.0+ 0.1 824+04 09.1+ 1.0

Overall, fine-tuned T0-3B model can perform well on discourse parsing

* On Molweni, Y(natural) and Y(augmented) both perform well
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Evaluation: Simple Seq2Seq-DDP

STAC Molweni
System Link A Full A Link A Full A
Y (natural) Seq2Seq-DDP 65.6 + 0.3 469+ 18 814+ 04 57.8 £ 0.1
Y (augmented) Seq2Seq-DDP 66.7 + 0.7 52.0+ 0.1 824+ 04 59.1 + 1.0

Overall, fine-tuned T0-3B model can perform well on discourse parsing

* On STAC, more pronounced difference between Y(natural) and Y(augmented)

* STAC contains shorter EDUs, similar ones occur
* Y(natural) omits the text and only use EDU markers = cause ambiguity



Evaluation: Simple Seq2Seq-DDP

33

STAC Molweni STAC Molweni
System Link A Full A Link A Full A | Hallu Miss Hallu Miss
Y (natural) Seq2Seq-DDP 65.6 + 0.3 469+ 18 814+04 578+ 0.1 31% 1.7% 0.4% 0
Y (augmented) Seq2Seq-DDP 66.7 + 0.7 22.0+0.1 824+04 59.1+ 1.0 0 0.2% 0 0
Yy Yy
Ynat: ---l€14] 18 Acknowledge- ¥nas: [e14] 18 Acknowledgement
PrObIemS ment of [e13] ; [e15] is Continua- of [e12] : [e15] is Result of [e14] :

* Hallucinated EDUs
* Missed EDUs

* |ncorrect

tion of [e;3] ; [e1¢] is Elaboration

[e16] is QA-pair of [e15] ; [e17] is

of [e15].

Contrast of [e15].

Ynat: [€0] 18 TOOL; [€1] is Acknowl-
edgement of [eg] ; [e2] is Elabora-
tion of [e1] ; ... [eag] is Clarifica-
tion_question of [esg] ; [e3o] 1s
Correction of [eag] ; [e31] is
Clarification_question of [eag] ;

Unat: [€o] is root; [e1] is Acknowl-
edgement of [eg] ; [e2] is Contin-
uation of [e;] ; ...[ea9] is Com-
of [ezg] ; [e3o] is Comment of
[e2s] ; [e30] is Comment of [eag] ;

[e32] is QA-pair of [e29] ; [e33] is

[e30] is Comment of [e2s]

Explanation of [egs] ; [e34] is
QA-pair of [e31] ; [e35] is Com-
ment of [e3s] ; [e36] is Comment
of [632].



Evaluation: Simple Seq2Seq-DDP
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STAC Molweni STAC Molweni
System A Full A Link A A | Hallu Miss Hallu Miss
Y (natural) Seq2Seq-DDP 65.6 + 0.3 469+ 138 81.4+04 57.8 £ 0.1 31% 1.7% 0.4% 0
Y (augmented) Seq2Seq-DDP 66.7 + 0.7 020+ 0.1 824+04 59.1+ 1.0 0 0.2% 0 0
Yaug: [ ztime: morning | e1 | root  Jayg: [ ztime: morning | ey | root
=eo ] [ Shawnus: hey | e; | Ac- =eo ] [ Shawnus: hey | e; | Ac- — et
P bl knowledgement = e ] [ Shawnus: knowledgement = eq ] [ Shawnus: placed/ | €25 QA pail. = ?24 ]
robiems good morning | ez | Elabo- good morning | ez | Continua- [ Shawnus:? €25 ’ Continua-
raFiorl1 =d/el| ] [| Sclia“./gus: tilon z/ e|1 ] ..I. [Qihaw.nus: mis]- tion = eqy ] [ somdechn: Need
. misplace €29 arifica- placed/ | eo5 -pair = egy )
¢ Ha|IUC| nated EDUS tion_question = egg ] [ Shawnus: [ Shawnus:? | ey; | Continua- to undo are yOU? | ezs | Clarifi-
? | eso | Correction = egg9 ] tion = egy ] [ somdechn: Need cation_question = e94 | [ ztime:
. [ somdechn: Need to undo are to undo are you? | ey | Clarifi- g O .
* M |Ssed ED US you? | e3; | Clarification_question ~cation_question = ey4 ] [ ztime: no. | €25 QA-p air = €24 ] [ 'Ztlme'
= egg ] [ ztime: no. | esp | QA- no. | o5 | QA-pair = €94 ] [ ztime: you took the spot I was looking at.
pair = egg ] [ ztime: you took the you took the spot I was looking at. | €95 Explanation =e9y ] [ ztime:
* Incorrect

spot I was looking at. | eg3 | Ex-
planation = e3y ] [ ztime: no
it’s fine. | e34 | QA-pair = e3; ]
[ Shawnus: hahaha | e35 | Com-
ment = egz ] [ somdechn: Got to
be mean here. | e3s | Comment =

€32 ]

| €25 | Explanation = eoq ] [ ztime:
no it’s fine. | 55 | Acknowledge-
ment = ez4 ] [ Shawnus: hahaha |
95 | Comment = eoy ] [ Shawnus:
hahaha | €57 | Comment = egy ]
[ Shawnus: hahaha | eo;

no it’s fine. | e25 || Acknowledge-
ment = ey4 ] [ Shawnus: hahaha |
o5 | Comment = eg4 ] [ Shawnus:



Evaluation: Seq2Seq-DDP+Transition

STAC Molweni STAC Molweni
System Link A Full A Link A Full A | Hallu Miss Hallu Miss
Y (natural) Seq2Seq-DDP 65.6 + 0.3 469+ 18 814+04 57.8 £ 0.1 31% 1.7% 04% 0
Y (augmented) Seq2Seq-DDP 66.7 £ 0.7 52.0£0.1 824104 59.1 1 1.0 0 0.2% 0 0
Y (natural) Seq2Seq-DDP+Transition 708 £0.9 152 |155.1+1.0 182 83.5+£02 |121]603+0.1 |T25 - - - -
Y (focused) Seq2Seq-DDP+Transition 723+0.6 |755|566+06 | 146] 83.4+£06 |T1.0]60.0+£05 |709 - - - -
801 70
e Trans-natural
v Trans-focus
. 65 65 z x  Natural
COmpaI'ISOn % vy Augmented
50 v 60
* Qurs: Seq2Seq-DDP+Transition largely outperforms its s B Y :
. . 35 y e| 55 2 -
counterpart, with superior performance on longer documents X 3 x
9-12 12-15

20 . e
29 o0 X6‘7'3 13_30 30_31 6-9

X axis: #EDUs in adoc. Y axis: F1 score



Evaluation: Seq2Seq-DDP+Transition
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STAC Molweni STAC Molweni

System Link A Full A Link A Full A | Hallu Miss Hallu Miss
Y (natural) Seq2Seq-DDP 65.6 + 0.3 469+ 1.8 814+04 57.8 £ 0.1 31% 1.7% 0.4% 0
Y (augmented) Seq2Seq-DDP 66.7 + 0.7 52.0+ 0.1 824+04 59.1 +£ 1.0 0 0.2% 0 0
Y (natural) Seq2Seq-DDP+Transition 708+ 0.9 152 551410 182 835+£02 121 603401 125 - - - -
Y (focused) Seq2Seq-DDP+Transition |72.3+06 155 566+06 146 834+06 110 600+05 709 - - - -
Shi and Huang (2019) GRU+Pointer* 729+ 04 542+ 0.5 779+ 04 54.1 +£ 0.6
Liu and Chen (2021) RoBERTa+Pointer 729+ 1.5 57.0+ 1.0 790+ 04 504+ 1.8
Chi and Rudnicky (2022) RoBERTa+CLE' 73.0 £ 0.5 58.14+0.7 81.0£0.7 58.6 + 0.6
Li et al. (2023c) BERT+Biaffine+Pointer 73.0 98.5 83.2 59.8

Comparison

* SOTA models: comparable results with our Seq2Seqg+Transition models

* Ours do not need specific parsing modules or modification of LLM architecture

* Ours can predict richer graph-like structures thanks to flexible Y scheme ¢, is ry; of e, 7,,,; of e, 7,,; of €,
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Further Investigation: Label Semantics & Abridged Output

* Y (natural): e; is elaboration of e; Or.] STAC: o
‘ Link prediction -2%
* Y(masked): Link+Relation prediction -9%
On Molweni:
* Y (natural): e; is elaboration of e; No significant performance drop

* Y(abridged):
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Further Investigation: Label Semantics & Abridged Output

* Y (natural): e; is elaboration of e; ) Or.] STAC: o
Link prediction -2%
* Y(masked): Link+Relation prediction -9%

 On Molweni:
* Y (natural): e; is elaboration of €; No significant performance drop

* Y(abridged): - Label Semantics and natural language-like

scheme brings more accurate predictions,
especially when training data is of low
volume

— Sufficient Supervision enables us to use the
simpler format

STAC 900 train docs vs. Molweni
9,000 train docs
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Further Investigation: Pretrained LLMs

 Models: T5, Flan-T5,TO *  Flan-T5 and TO comparable results
* Bothlargely exceed T5 (up to 2-digit

e Sizes:250M, 780M, 3B .
gains)

Pre-trained model #Params  Link (Fy) Full (F;)

- Instruction tuning enhances model’s

T5-large 738M  59.3+0.6 36.4+ 0.6 e . .
T5-3B 3B 60.7 + 1.3 40.5 + 0.9 ability in learning complex reasoning task.
Flan-T5-base 250M 63.0+05 36.71+0.1
Flan-T5-large 780M 672+ 14 46.6+ 1.8
Flan-T5-x1 3B 685+ 0.5 504+ 0.1

TO-3B 3B 69.2+05 50.2+0.7




Summary and Perspectives

Traditional dialogue discourse parsing ) Output

Input () (e0, root)
«| (e, e0, Elaboration)
”| (e2, e0, QA-pair)

Our Research Goal:

. Parsing
7 Module

[e0] Dave: has anyone
got a sheep

Leverage LLMs for discourse structure
{o1] Dave: I can tradie prediction without explicitly designing parsing
fo2] Torm Surprsingly Seq2Seq dislogue discourse parsing (oure) modules or changing the architecture of LLMs.

| am bereft of sheep Y1 Y2 <end> - 3
‘}\ A \ s \ A :'(1) :2 rIEOI(:::),or:'cx'(ion of e0;
Erl\_cLo“ger L 5] LLM Decoder e2 is QA-pair of e0 .
AWAWRW This Study:
<start> >y Y2 Yt /
Turn parsing task into a seq2seq generation
task;

Propose two seq2seq-DDP approaches with
sophisticated output schemes



Summary and Perspectives

Output

«| (e, e0, Elaboration)

4 Traditional dialogue discourse parsing )
Input
N —> Parsing
[e0] Dave: has anyone Module
got a sheep ./
[e1] Dave: | can trade \ 7

wheat or clay
[e2] Tomm: Surprisingly
| am bereft of sheep

2

O 77 7»

1\‘ RST-style parsing? |
|PDTB-style
explicit/implicit discourse
relation prediction?

fSquSeq dialogue discourse parsing (ours)\
Y1 Y2 <end>
ANAAN

— —> LLM Decoder

Encoder

| | | |
<S"a”>\>y1 Y2 Yo )
Yy Yy <end>
DU DI DU

LLM Decoder

[ \> | [ |
<start> '\ Y2 Yt

”| (e2, e0, QA-pair)

(e0, root)

e0 is root;
el is Elaboration of e0;
e2 is QA-pair of e0

>

}L”ﬂh
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Future Directions:

Extend our method to other discourse parsing
tasks: e.g., RST, PDTB, which may require
alternative sequence representations.

* RST-style parsing with Llama2 [Maekawa et al.,
2024], EACL

Explore generative open-source model
architectures.



Input

AN

[e0] Dave: has anyone
got a sheep

[e1] Dave: | can trade
wheat or clay

[e2] Tomm: Surprisingly
| am bereft of sheep
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UBC -
o \_?/IGdlal\

Dialogue Discourse Parsing as Generation:
a Seg-to-Seq LLM-based Approach

N3

4 Traditional dialogue discourse parsing

=

Parsing
Module

Output

|

P

Encoder

—>

AWANS

LLM Decoder

<end>

b

\/SquSeq dialogue discourse parsing (ours)\
LLM »

(e0, root)
(e1, e0, Elaboration)
(e2, e0, QA-pair)

Thank you!

Chuyuan Li, Yuwei Yin, Giuseppe Carenini

University of British Columbia

I \'>| I |
<start> \>11

Y2

.

Yi /

e0 is root;
el is Elaboration of e0;
e2 is QA-pair of e0

SlGdial 2024, September 7,

Kyoto University
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The age of Large Generative Models

STAC

Method Link Link&Rel Bad results in directly prompting TO on discourse parsing.

Afantenos et al. (2015)(68.8 504
Perret et al. (2016) 68.6  52.1 Similarly, GPT-3.5 on dialogue discourse parsing [Chan et
Shi and Huang (2019) |73.2  55.7 al, 2023]
ChatGPTzero w/ desc. 20.5 4.3 ? .

@ ChatGPT zero wo desc. 200 4.4 e Zero-shot and few-show In-context learning
ChatGPTfew (=) w/dese. |21.0 7.1 e  With and without label description
ChatGPTfew (n=3) w/ desc. | 20.7 7.3 . P

@ ChatGPTfew (n=1) w/o desc. 212 62 * Only tO ﬂnd abysmal reSU|tS

ChatGPTtew (n=3) w/o desc. | 21.3 7.4

-t
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Existing work on dialogue discourse parsing

Model

Link Link&Rel
MST (Afantenos et al., 2015) 68.8 50.4
ILP (Perret et al., 2016) 68.9 53.1
Deep Sequential (Shi and Huang, 2019) 73.2 55.7
Struct-Aware GNN (Wang et al., 2021a) 73.5 57.3
Hierarchical Transformer-based (Liu and Chen, 2021) 75.3l 56.9/
QA-DP Multi-task (He et al., 2021) - -
DiscProReco Multi-task (Yang et al., 2021) 74.17 57.0*
Distance-Aware Multi-task (DAMT) (Fan et al., 2022)  73.6 57.4
SSP+SCILJE (Yu et al., 2022) 73.0 57.4
Struct-Joint (Chi and Rudnicky, 2022) 74.4 59.6

Various decoding strategy
. Maximum spanning tree decoders [Muller et al., 2012]
. Integer linear programming [Perret et al., 2016]

Neural models

. Deep sequential + classification [Shi and Huang, 2019]

. Pre-trained language model (PLM) + classification [Liu and Chen, 2021]
. Graph neural network [Wang et al., 2021]

However, ...
* Heavy feature engineering, specialized decoding strategies

* Mostly limited to trees
* Nouse of latent knowledge in recent Large Generative

Models
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First system: Seq2Seq-DDP

=l Decode Ynat Yaug

[e2] is Elaboration of [e1];

> 1. Split and extract triples (ei, r, ek)
[e3] is QA-pair of [e1]

and quadruples (text, ei, r, ek)

Input = —>

[e1] Dave: has anyone got a sheep, ‘

[e2] Dave: | can trade wheat or clay. — Seq2Seq-DDP 2.¢; matching e; use heuristics
[e3] Tomm: Surprisingly | am bereft of sheep. ‘

3. Sanity check for missed or
hallucinated EDUs

> [ Dave: | can trade wheat or clay | e2 | Elaboration = e1 ]
[ Tomm: Surprisingly | am bereft of sheep. | €3 | QA-pair = e1 ] 4.F; = {(ex, es,7:) }4

-t



