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Motivation

Using existing video data, we explore how facial patterns can enhance the CANARY model 
for early dementia detection

● Clinical Correlation: Apathy, a common symptom in Alzheimer’s Disease (AD), leads 
to reduced goal-directed behavior and flat affect, resulting in decreased facial 
expressivity (Seidl et al., 2012).

● Dementia Progression: Advanced stages of AD impair patients' ability to show 
appropriate facial emotional reactions, even to emotional stimuli (Asplund et al., 1991).

● Contrasting Patterns: While dementia may reduce control over negative expressions, 
patients may exhibit increased facial expressiveness or use smiles as compensatory 
behavior in cognitive tasks (Matsushita et al., 2018; Smith, 1995).

Given these nuanced relationships between dementia and facial expressivity, integrating 
facial analysis could augment cognitive screening, providing a non-invasive, scalable tool for 
identifying early cognitive impairments.
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Dataset
● The dataset comprises data gathered from 

patients diagnosed with AD or exhibiting initial 
symptoms potentially progressing to AD. 

● Four tasks, including Pupil Calibration, Picture 
Description, Reading, and Memory. Completing 
these tasks took an average of 7 minutes. 
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Dataset

Participant Demographics.
Parti. = Participants, M = Male, F = Female, 

MoCA = Montreal Cognitive Assessment Score.

● The dataset comprises data gathered from 
patients diagnosed with AD or exhibiting initial 
symptoms potentially progressing to AD. 

● Four tasks, including Pupil Calibration, Picture 
Description, Reading, and Memory. Completing 
these tasks took an average of 7 minutes. 

● In total, this dataset contains 144 participants 
where 75 are control and 69 are AD patients.
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Approach
● We build our approach on the top of EMOTION-FAN model. 

It contains: 
○ A CNN network to extract facial representations.
○ Two attention networks to learn frame/video features.
○ A prediction layer for the final prediction.
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Approach
● We build our approach on the top of EMOTION-FAN model. 

It contains: 
○ A CNN network to extract facial representations.
○ Two attention networks to learn frame/video features.
○ A prediction layer for the final prediction.

● We use EMOTION-FAN as the backbone and introduce two 
variations for our AD/health classification task:

(A) An linear layer is added to explore whether it is feasible 
to directly detect AD patients based on facial emotions.

(B) We fine-tune the prediction layer to investigate the use 
of facial embeddings for AD classification.
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Results

8

● AD classification results using facial data on four tasks with two different variations.  
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Results
AD Classification Using Facial + Eye-tracking (ET) Data

● Building on the promising results from facial patterns, we investigates the potential of 
combining facial and ET data for more accurate AD classification. 

● We explore a late fusion method which is generally employed for multimodal data. The late 
fusion method aggregates predictions from ET and video modalities at the decision level.
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Take-away messages
● Fine-tuned EMOTION-FAN model greatly outperforms the model using eye-tracking data, 

validating facial patterns provide valuable information. 

● Late fusion strategy combining eye-tracking and video data shows the benefits of multimodal 
data integration.

● Detailed analysis, such as,
○ MANOVA results
○ Confusion Matrices
○ LIME visualization

are provided in the main paper. 

Please see our paper or visit our poster session (location: 49) for more information.
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Thank you and welcome to our poster (location: 49) at 14:15-15:15 
if you have any question or would like to learn more!


