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Motivation

Using existing video data, we explore how facial patterns can enhance the CANARY model
for early dementia detection

e Clinical Correlation: Apathy, a common symptom in Alzheimer’s Disease (AD), leads

to reduced goal-directed behavior and flat affect, resulting in
(Seidl et al., 2012).

e Dementia Progression: Advanced stages of AD impair patients' ability to show
appropriate , even to emotional stimuli (Asplund et al., 1991).

e Contrasting Patterns: While dementia may reduce control over negative expressions,
patients may exhibit increased facial expressiveness or as compensatory
behavior in cognitive tasks (Matsushita et al., 2018; Smith, 1995).

Given these nuanced relationships between dementia and facial expressivity, integrating
could augment cognitive screening, providing a for
identifying early cognitive impairments.



Dataset

e The dataset comprises data gathered from
patients diagnosed with AD or exhibiting initial
symptoms potentially progressing to AD.

e Four tasks, including Pupil Calibration, Picture
Description, Reading, and Memory. Completing
these tasks took an average of 7 minutes.

Instructions:

Pupil calibration task

“A cross will appear in the middle of
the screen. Please fixate your eyes
on the cross. Do not look away from
it. This will take about 10 s.”

Visual stimulus:

+

recall

Picture description task

“You will be shown a picture on the
screen. Describe everything you see
going on in this picture. Try not to look
away from the screen while
describing the picture.”

Reading task

“You will be shown a paragraph on
the screen. Please read the
paragraph out loud.”

Memory description task:

“Please recall a positive life event.
Some examples are listed here: Your
first job, how you met your best friend,
a place you have traveled, your
favorite teacher, your first pet, or the
birth of your first child.”

NO VISUAL STIMULUS
PROVIDED



Dataset

e The dataset comprises data gathered from
patients diagnosed with AD or exhibiting initial
symptoms potentially progressing to AD.

e Four tasks, including Pupil Calibration, Picture
Description, Reading, and Memory. Completing
these tasks took an average of 7 minutes.

e |n total, this dataset contains 144 participants
where 75 are control and 69 are AD patients.

Participant Demographics.
Parti. = Participants, M = Male, F = Female,
MoCA = Montreal Cognitive Assessment Score.

Group Parti. Age Gender MoCA

Control 75 62+ 15 22M/53F 2743
Patients 69 72+9 33M/36F 18+ 7
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Approach

e We build our approach on the top of EMOTION-FAN model.
It contains:

o A CNN network to extract facial representations.
o Two attention networks to learn frame/video features.
o A prediction layer for the final prediction.
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Approach

e We build our approach on the top of EMOTION-FAN model.
It contains:

o A CNN network to extract facial representations.
o Two attention networks to learn frame/video features.
o A prediction layer for the final prediction.

e We use EMOTION-FAN as the backbone and introduce
for our AD/health classification task:

(A) An linear layer is added to explore whether it is feasible
to directly detect AD patients based on facial emotions.
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e We build our approach on the top of EMOTION-FAN model.
It contains:

(* Attention Network f;,

Q' Bl a3/

I I
I |
I I
I I
I I
I |
I I
I I
I Weighted-Sum :
o A prediction layer for the final prediction. : Vel :
: !
I |
I I
I I
I I
I |
I I
I I
I I

o A CNN network to extract facial representations.

o Two attention networks to learn frame/video features.
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e We use EMOTION-FAN as the backbone and introduce
for our AD/health classification task:
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(A) An linear layer is added to explore whether it is feasible
to directly detect AD patients based on facial emotions.




Results

e AD classification results using facial data on four tasks with two different variations.

Task Features Models | AUC Sensitivity Specificity
- Age (baseline)  1-layer neural network | 0.55 % 0.05 0.64 £+ 0.06 0.63 + 0.05
Pupil Calibrati Emotions EMOTION-FAN+linear | 0.56 + 0.03 0.66 + 0.04 0.65 £+ 0.05
Upit LAlbration - pacial patterns EMOTION-FAN (ours) | 0.81+0.02 0.84+0.03 0.80 + 0.04
Pict D it Emotions EMOTION-FAN-+linear | 0.57 + 0.04 0.64 + 0.06 0.67 + 0.06
teture Leseription - pocial patterns EMOTION-FAN (ours) | 0.79 + 0.02 0.82 + 0.03 0.78 + 0.03
— Emotions EMOTION-FAN+linear | 0.68+0.06  0.70 +0.06 __ 0.73 + 0.05
SRS Facial patterns EMOTION-FAN (ours) [ 0.83+0.02 0.83 +0.03 0.81 + 0.02
N Emotions EMOTION-FAN+linear | 0.61+0.03  0.674+0.05  0.68 + 0.05
Y Facial patterns EMOTION-FAN (ours) [ 0.79 + 0.02 0.77 + 0.03 0.82 + 0.03




Results

AD Classification Using Facial + Eye-tracking (ET) Data

e Building on the promising results from facial patterns, we investigates the potential of
combining facial and ET data for more accurate AD classification.

e \We explore a late fusion method which is generally employed for multimodal data. The late
fusion method aggregates predictions from ET and video modalities at the decision level.

Task Modality Models | AUC Sensitivity Specificity
ET VTNet (Sriram et al., 2023) ’ 0.78 £ 0.01 0.71 £ 0.02 0.75 + 0.01
Pupil Calibration Video EMOTION-FAN (ours) 0.81 4+ 0.02 0.84 4+ 0.03 0.80 + 0.04
ET+Video VTNet + EMOTION-FAN (ours) | 0.84+0.02 0.85+0.04 0.81+0.03
ET VTNet (Sriram et al., 2023) 0.76 + 0.01 0.70 £+ 0.02 0.73 £ 0.02
Picture Description  Video EMOTION-FAN (ours) 0.79 £+ 0.02 0.82 +0.03 0.78 +0.03
ET+Video VTNet + EMOTION-FAN (ours) | 0.83 +0.02 0.82+0.03 0.82+0.03
ET VTNet (Sriram et al., 2023) 0.78 £ 0.01 0.70 £ 0.01 0.80 £ 0.02
Reading Video EMOTION-FAN (ours) 0.83 £+ 0.02 0.83 + 0.03 0.81 +0.02
ET+Video VTNet + EMOTION-FAN (ours) | 0.88 +0.01 0.86+0.03 0.86 + 0.03
Combined’ ET+Video VTNet + EMOTION-FAN (ours) | 0.88 +0.01 0.85+0.03 0.86+0.03




Take-away messages

e Fine-tuned EMOTION-FAN model greatly outperforms the model using eye-tracking data,
validating facial patterns provide valuable information.

e Late fusion strategy combining eye-tracking and video data shows the benefits of multimodal
data integration.

e Detailed analysis, such as,
o MANOVA results
o Confusion Matrices

o LIME visualization
are provided in the main paper.

Please see our paper or visit our poster session ( ) for more information.
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Thank you and welcome to our poster (location: 49) at 14:15-15:15
if you have any question or would like to learn more!
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